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Abstract
Particle filters are widely used in mobile robot localization and mapping. It is well-known that choosing an appropriate proposal distribution plays a crucial role in the success of particle filters. The proposal distribution conditioned on the most recent observation, known as the optimal proposal distribution (OPD), increases the number of effective particles and limits the degeneracy of filter. Conventionally, the OPD is approximated by a Gaussian distribution, which can lead to failure if the true distribution is highly non-Gaussian. In this paper we propose two novel solutions to the problem of feature-based SLAM, through Monte Carlo approximation of the OPD which show superior results in terms of mean squared error (MSE) and number of effective samples. The proposed methods are capable of describing non-Gaussian OPD and dealing with non-linear models. Simulation and experimental results in large-scale environments show that the new algorithms outperform the aforementioned conventional methods.

1 Introduction
Sequential Monte Carlo (SMC) methods, also known as particle filters, have shown a great success in localizing mobile robots and solving simultaneous localization and mapping (SLAM) problem due to their capability in capturing non-Gaussian and multi-modal posterior distributions and dealing with nonlinear models. Murphy [Murphy, 2000] proposed to make use of Rao-Blackwellized particle filter (RBPF) to solve the mapping problem through conditioning the map on robot trajectory. Hence, it is only required to sample from the robot path, which reduces the dimension of sample space, while the locations of the features can be estimated analytically and independent of each other given the robot trajectory. The first efficient SLAM algorithm based on RBPF, FastSLAM [Montemerlo et al., 2002], employed a particle filter to estimate the robot pose, and used EKF in order to estimate the position of the landmarks for each particle.

Particle filters suffer from the so-called degeneracy problem which occurs since the variance of importance weights grows with time [Doucet, 1998]. The proposal distribution that minimizes the conditional variance of importance weights is called the optimal proposal distribution (OPD) which is constructed by considering the most recent observation [Doucet, 1998]. This distribution cannot be obtained in closed form for the nonlinear models of SLAM. Local linearization [Doucet, 1998] approximates the OPD as a Gaussian by linearizing the observation model using the first-order Taylor expansion. Montemerlo et al. proposed FastSLAM 2.0 [Montemerlo et al., 2003], which uses local linearization in order to sample from the OPD. The results showed major improvements compared to FastSLAM 1.0. However, FastSLAM 2.0 is subjected to linearization errors which can lead to the filter divergence. Furthermore, its inability to describe non-Gaussian proposal distributions, is another important disadvantage.

Merwe et al. introduced unscented particle filter (UPF) [Van Der Merwe et al., 2001] in which instead
of linearizing nonlinear models, unscented Kalman filter (UKF) is used in order to obtain the mean and covariance of OPD and to approximate it by a Gaussian distribution. UPF yields more accurate estimates compared to local linearization. Kim et al. have recently applied UPF to the problem of feature-based SLAM [Kim et al., 2008]. Their method, Unscented FastSLAM (UFastSLAM), has shown superior results compared to FastSLAM 2.0 in terms of the MSE and consistency. More recently, Saha et al. have proposed a more accurate Gaussian approximation algorithm for the OPD through exact moment matching (EMM) [Saha et al., 2009]. Through statistical analyses and experiments, Stachniss et al. [Stachniss et al., 2007] have shown that Gaussian approximation fails to estimate the map accurately in certain cases. Their work shows that the ability to describe multi-modal proposal distributions is necessary to prevent such failures. In other words, Gaussian approximation of OPD in SLAM is doomed to failure whenever the OPD is highly non-Gaussian and multi-modal, no matter how accurate the approximation method is.

Monte Carlo (MC) sampling methods are capable of sampling from arbitrary distributions. Recently, Blanco et al. [Blanco et al., 2010] proposed a method to sample from the OPD using rejection sampling (RS), for the case of non-parametric observation models and grid-based maps. The basic idea of their method was presented in [Doucet, 1998] and [Liu and Chen, 1998]. Their algorithm addressed the grid-based form of the SLAM problem and it yielded better results compared to [Grisetti et al., 2007] – a grid-based RBPF-SLAM algorithm which employs Gaussian approximation for the OPD. Nevertheless, their method has a stochastic time-complexity which can be considered as a major disadvantage.

In this work we propose to approximate the OPD using local MC (LMC) sampling methods. We propose LMC-1 and LMC-2, two novel approaches to the problem of feature-based SLAM based on this idea. The proposed algorithms employ RS and importance sampling (IS) in order to generate samples according to the OPD. Hence, our algorithms are perfectly capable of sampling from the non-Gaussian and multi-modal OPD of SLAM. Unlike [Blanco et al., 2010], the proposed algorithms are focused on the feature-based form of the SLAM problem. Moreover, they do not suffer from the stochastic time-complexity.

2 Problem Formulation

In this section we present a formulation of the feature-based SLAM problem. The state variable at time \( t \in \mathbb{N} \) is represented by \( x_t \in \mathbb{R}^{n_x} \) which consists of robot pose \( s_t \in \mathbb{R}^{n_s} \) and the map \( \Theta \). The map is represented by a set of static landmarks \( \{ \theta_i \}_{i=1}^{L} \) where \( \theta_i \in \mathbb{R}^{n_{\theta}} \). The robot pose process is modelled as a Markov process with transition equation \( p(s_t | s_{t-1}) \) (known as the motion model). The observations \( z_t \in \mathbb{R}^{n_z} \) are conditionally independent given the state process with marginal distribution \( p(z_t | x_t) \) known as the observation model. We denote the set of any variable like \( c_i \) up to time \( t \) by \( c_{1:t} \triangleq \{c_1, \ldots, c_t \} \).

This model is associated with the following state space equations

\[ s_t = h(s_{t-1}, u_t) + v_t \quad (1) \]
\[ z_t = g(s_t, \theta_{n_t}) + r_t \quad (2) \]

where \( h(\cdot, \cdot) \) and \( g(\cdot, \cdot) \) are nonlinear functions describing the robot motion and measurement model respectively, \( v_t \) and \( r_t \) are zero mean white Gaussian noises with covariances \( Q_t \) and \( R_t \), \( u_t \) is the control input, and \( \theta_{n_t} \) is the observed feature at time \( t \). Hence we have

\[ p(s_t | s_{t-1}, u_t) = \mathcal{N}(s_t; h(s_{t-1}, u_t), Q_t) \quad (3) \]
\[ p(z_t | s_t, \theta_{n_t}) = \mathcal{N}(z_t; g(s_t, \theta_{n_t}), R_t) \quad (4) \]

In this work, we consider the data association parameter \( n \) as known. Also from now on, we omit the control input \( u_t \) for notational convenience.

Our goal is to estimate the robot pose and the map for any time step \( t \) using the observations and control inputs available up to that time. More precisely, we are interested in estimating the filtering distribution \( p(x_t | z_{1:t}^t) \) and the expectation

\[ \mathbb{E}[x_t | z_{1:t}] = \int x_t p(x_t | z_{1:t}) dx_t \quad (5) \]

as the minimum mean square error (MMSE) estimate, sequentially in time.\(^\dagger\)

3 Sequential Monte Carlo Methods in SLAM

RBPF solutions to the SLAM problem use the following factorization of the full SLAM posterior [Murphy, 2000]

\[ p(s_{0:t}, \Theta | z_{1:t}) = p(s_{0:t} | z_{1:t}) \prod_{i=1}^{L} p(\theta_i | s_{0:t}, z_{1:t}) \]

where \( p(\theta_i | s_{0:t}, z_{1:t}) \) can be computed analytically by a low dimensional \( (n_{\theta} \times n_{\theta}) \) EKF. Therefore we can employ SMC methods only to estimate \( p(s_{0:t} | z_{1:t}) \), which will reduce the variance of filter, along with the computational costs. If we were able to sample \( N \) independent and identically distributed (i.i.d.) samples \( \{s_{0:t}^i; i = 1, \ldots, N \} \)

\(^\dagger\)In fact in particle filtering, the filtering distribution is obtained indirectly by marginalizing the distribution \( p(x_{0:t} | z_{1:t}) \) which is known as the full SLAM posterior.
from the path posterior, the posterior could be approximated by
\[ \hat{p}^t(s_{0:t}|z_{1:t}) = \frac{1}{N} \sum_{i=1}^{N} \delta_{s_{0:t}}(s_{0:t}) \] (6)
in which \( \delta_{s_{0:t}}(s_{0:t}) \) denotes the Dirac delta mass located at \( s_{0:t}^{[i]} \). Using (6), SLAM posterior can be obtained as
\[ \frac{1}{N} \sum_{i=1}^{N} \prod_{j=1}^{L} p(\theta_j|s_{0:j}, z_{1:t})| \delta_{s_{0:t}}(s_{0:t}) \]
which can be interpreted as a set of \( N \) particles describing the robot path, each accompanied by \( L \) Gaussian distributions representing the map posterior for that particle [Montemerlo et al., 2002].

The strong law of large numbers implies that any expectation computed with respect to (6) converges almost surely to its true value as \( N \) goes to infinity. Nevertheless, the path posterior is only known up to a constant, and therefore, samples cannot be generated directly from \( p(s_{0:t}|z_{1:t}) \). Instead, we can sample according to an easy to sample distribution such as \( \pi(s_{0:t}|z_{1:t}) \), called importance function, and assign weights to these generated samples proportional to \( \frac{p(s_{0:t}|z_{1:t})}{\pi(s_{0:t}|z_{1:t})} \) in order to approximate (6). Sampling according to \( \pi(s_{0:t}|z_{1:t}) \) from scratch, implies a growing computational complexity over time. By choosing importance functions of the form
\[ \pi(s_{0:t}|z_{1:t}) = \pi(s_{0:t-1}|z_{1:t-1})\pi(s_t|s_{0:t-1}, z_{1:t}) \] (7)

one is able to reuse the previous generated samples \( s_{0:t-1}^{[i]} \) and construct \( s_{0:t}^{[i]} \) as
\[ s_{0:t}^{[i]} = (s_{0:t-1}^{[i]}, s_t^{[i]}) \]
where \( s_t^{[i]} \) is sampled from \( \pi(s_t|s_{0:t-1}, z_{1:t}) \). Using (7), importance weights can be computed up to a normalizing constant as
\[ w_{0:t}^{[i]} = w_{0:t-1}^{[i]} \frac{p(z_t|s_{0}^{[i]})p(s_t|s_{0:t-1}^{[i]})}{\pi(s_t|s_{0:t-1}^{[i]}, z_{1:t})} \frac{\pi(s_{0:t}^{[i]}|z_{1:t})}{\pi(s_{0:t}^{[i]}|z_{1:t})} \] (8)

Finally, path posterior can be approximated by
\[ \hat{p}(s_{0:t}|z_{1:t}) = \sum_{i=1}^{N} w_{0:t}^{[i]} \delta_{s_{0:t}}(s_{0:t}) \]
where
\[ w_{0:t}^{[i]} = \frac{w_{0:t}^{[i]} w_{0:t}^{[i]}}{\sum_{j=1}^{N} w_{0:t}^{[j]}} \]

In this way, MMSE estimate (5) is obtained by computing the weighted mean of these samples. This method is known as sequential importance sampling (SIS). It is proved that the variance of importance weights grows with time [Kong et al., 1994] which leads to the so-called “degeneracy” problem in which after a few steps, all but one of the particles will have very insignificant normalized weights. This problem was addressed in “bootstrap filter” [Gordon et al., 1993] by introducing resampling steps at the end of each SIS iteration, a process in which particles with low normalized weights are eliminated and those with high normalized weights are copied. See [Douc and Cappé, 2005] for a review on different resampling schemes. Effective sample size (ESS) [Kong et al., 1994], which is defined as
\[ N_{\text{eff}} = \frac{1}{\sum_{i=1}^{N} \frac{w_{0:t}^{[i]^2}}{w_{0:t}^{[i]}}} \] (9)
is a measure of the degeneracy of SIS that can be used to avoid unnecessary resampling steps. Resampling is performed only if \( N_{\text{eff}} \) is below a threshold \( N_{\text{thr}} \), typically \( N_{\text{thr}} = N/2 \).

Selecting an appropriate proposal distribution \( \pi(s_t|s_{0:t-1}, z_{1:t}) \) is of utmost importance to the success of SIS. Various proposal distributions have been proposed and evaluated for many applications [Doucet et al., 2001]. FastSLAM 1.0 uses the simplest and most common choice, the transition density \( p(s_t|s_{0:t-1}) \), which according to (3) is a known Gaussian. As a consequence, (8) will be simplified as
\[ w_{0:t}^{[i]} = w_{0:t-1}^{[i]} p(z_t|s_{0:t}^{[i]}) \] (10)
in which \( p(z_t|s_{0:t}^{[i]}) \) can be obtained in closed form by linearizing \( g(\cdot, \cdot) \) with respect to the observed feature.

In FastSLAM 1.0, new samples are generated without any knowledge of the most recent observation \( z_t \), and therefore a great number of particles may be wasted in the less important regions of state-space. Consequently, those particles will receive small weights and become discarded in the resampling stage and only a few number of particles would be duplicated for many times, which is obviously undesirable. This phenomenal has a more disastrous effect in a case when the observation model being used is more accurate than the motion model (e.g. accurate laser range finders and noisy encoder).

It is proved that by choosing \( p(s_t|s_{0:t-1}, z_t) \) as the proposal distribution, the variance of unnormalized importance weights conditional upon \( s_{0:t-1}^{[i]} \) and \( z_{0:t} \) is minimized [Doucet, 1998]. This distribution is called the optimal proposal distribution (OPD) and can be used in order to limit the degeneracy of the filter. In this case, importance weights (8) can be obtained as
\[ w_{0:t}^{[i]} = w_{0:t-1}^{[i]} p(z_t|s_{0:t}^{[i]}) \] (11)

\[ \text{With a slight abuse of notation, we use } w_{0:t}^{[i]} \text{ to emphasize that this weight is associated with the path sample } s_{0:t}^{[i]} \text{.} \]
In general, neither \( p(s_t|s_{t-1}, z_t) \) nor \( p(z_t|s_{t-1}) \) can be computed in closed form. Nevertheless, if the observation equation (2) was linear, these distributions would become available as Gaussian distributions. The so-called linearization method approximates these distributions by linearizing \( g(\cdot, \cdot) \) using the first-order Taylor expansion [Doucet, 1998]. FastSLAM 2.0 employs local linearization method to generate samples according to the OPD as follows. The OPD can be expanded using the Bayes rule as

\[
p(s_t|s_{t-1}, z_t) \propto p(z_t|s_t)p(s_t|s_{t-1})
\]  (12)

The distribution \( p(z_t|s_t) \) can be written in terms of the SLAM observation model as

\[
p(z_t|s_t, \theta_{nt}) \propto \int p(z_t|s_t, \theta_{nt})p(\theta_{nt}|s_{0:t-1}, z_{0:t-1})d\theta_{nt}
\]  (13)

in which \( p(\theta_{nt}|s_{0:t-1}, z_{0:t-1}) \) represents the landmark estimate at time \( t-1 \) which is distributed according to \( \mathcal{N}(\theta_{nt}; \mu_{nt}, t-1, \Sigma_{nt, t-1}) \). A first-order Taylor expansion of \( g(\cdot, \cdot) \) yields to [Montemerlo et al., 2003]

\[
g(s_t, \theta_{nt}) \approx g_t^i + \nabla \theta \theta_{nt}(\theta_{nt} - \mu_{nt, t-1}) + \nabla g_{nt}(s_t - \hat{s}_t^i)
\]  (14)

where

\[
s_t^i = h(s_t^i, u_t), \quad z_t^i = g(s_t^i, \mu_{nt, t-1})
\]

\[
\nabla g_{nt} = \frac{\partial g}{\partial s_t}|_{(s_t^i, \mu_{nt, t-1})}, \quad \nabla \theta \theta_{nt} = \frac{\partial g}{\partial \theta}|_{(s_t^i, \mu_{nt, t-1})}
\]

Using (12)-(14), FastSLAM 2.0 approximates the OPD as \( \mathcal{N}(s_t; \hat{s}_t^i, S_t^i) \) where

\[
S_t^i = [\nabla g_{nt}^T(R_t + \nabla g_{nt}\Sigma_{nt, t-1}^i\nabla g_{nt}^T)^{-1}\nabla g_{nt} + Q_t^{-1}]^{-1}
\]

\[
\mu_{nt}^i = \Sigma_{nt}^{-1}\nabla g_{nt}(R_t + \nabla g_{nt}\Sigma_{nt, t-1}^i\nabla g_{nt}^T)^{-1}(z_t - \hat{s}_t^i) + \hat{s}_t^i
\]

FastSLAM performs resampling at the end of each step. Therefore (11) is reduced to \( p(z_t|s_{t-1}^i, z_t) \) which can be approximated using the same linearization used above as

\[
u_{0:t}^i \approx \mathcal{N}(z_t; \hat{s}_t^i + \nabla g_{nt}Q_t\nabla g_{nt}^T + \nabla g_{nt}\Sigma_{nt, t-1}^i\nabla g_{nt}^T + R_t)
\]

As it was mentioned earlier, FastSLAM 2.0 suffers from two major drawbacks regarding the approximation of the OPD. The Gaussian approximation is unable to describe cases were the true OPD is multi-modal (see [Stachniss et al., 2007] for more details). Moreover, the linearization error can lead to filter divergence and inconsistent estimates, as reported in [Bailey et al., 2006]. In the following sections we present two alternative methods in order to address these issues.

4 MC approximation of the optimal proposal distribution

The basic idea of this work is to construct the OPD using MC sampling methods. Therefore, the OPD will be described by a set of random samples which is in contrast to the existing methods such as [Montemerlo et al., 2003], [Kim et al., 2008], [Van Der Merwe et al., 2001], [Grisetti et al., 2007] and [Saha et al., 2009] in which an analytic approximation (i.e. Gaussian) is provided for the OPD. The OPD in SLAM can be highly non-Gaussian and multi-modal [Stachniss et al., 2007]. As a consequence, Gaussian approximation, even in perfect conditions, fails to describe the OPD adequately. The ability to draw samples from the various modes of the OPD is crucial to the success of the particle filter because eventually these samples will be used in order to estimate the target distribution. Gaussian approximation is, by definition, incapable of describing the various modes of the OPD.

In this work, the OPD \( p(s_t|s_{t-1}, z_t) \), is considered as a local target distribution and is estimated using \( M \) samples, initially drawn from another distribution such as \( \mathcal{N}(s_t|s_{t-1}^i, z_t) \) – the so-called local proposal distribution. An overview of the procedure will be as follows. First, temporary samples are initially generated according to this local proposal distribution. Next, this set of temporary samples will be transformed by means of MC sampling methods into another set of samples distributed according to the OPD. At this stage, we would have a set of particles which describes the OPD. Finally, in order to reach the main target distribution (i.e. robot path posterior), importance weights will be assigned to these samples according to SIS (11) and resampling will be performed if it is necessary. It is of great importance to note that unlike SIS, these local MC methods are employed on a fixed low dimensional space \( \mathbb{R}^{n_s} \) and therefore are immune to such difficulties mentioned for SIS.

The most important advantage of our method over FastSLAM 2.0, UFastSLAM and EMM is its ability to cope with and sample from non-Gaussian (e.g. multi-modal) OPD in nonlinear problems such as SLAM. Furthermore, it is clear that by increasing \( M \), the OPD is obtained more accurately. Therefore, by controlling the number of local samples, \( M \), one can reach the desired accuracy based on the available computational resources at the moment which is of great importance in online applications. This is in contrast to FastSLAM 2.0 where the linearization error can be neither avoided nor controlled.

\(^3\text{Here we are interpreting these local MC steps as MC sampling rather than MC integration methods. Nevertheless, samples generated in these steps are further being used to compute the desired expectation (5).}\)
In the following sections, we present two novel solutions to the feature-based SLAM problem, namely LMC-1 and LMC-2. LMC-1 employs rejection sampling (RS) [Neumann, 1951], while LMC-2 uses importance sampling in order to sample from the OPD. In both of these approaches, the process of updating landmark estimates is identical to FastSLAM [Montemerlo et al., 2002], and therefore is not presented here.

4.1 LMC-1

Rejection sampling (RS) can be used in order to obtain samples from the OPD by accepting or rejecting samples generated according to \( q(s_t|s_{t-1}, z_t) \). Suppose there is a constant \( C_t \) such that \( \forall s_t \) we have \( C_t q(s_t|s_{t-1}, z_t) \geq p(s_t|s_{t-1}, z_t) \), then each RS step may consist of [Neumann, 1951]

- Generate \( s_t^{[j]} \) according to \( q(s_t|s_{t-1}, z_t) \)
- Generate \( u \sim U[0, 1] \)
- Compute \( \Delta_{i,j} \):
  \[
  \Delta_{i,j} = \frac{p(s_t^{[j]}|s_{t-1}, z_t)}{C_t q(s_t^{[j]}|s_{t-1}, z_t)} (\leq 1)
  \]

- Accept \( s_t^{[j]} \) if \( u < \Delta_{i,j} \)

Therefore, the accepted samples are distributed according to \( p(s_t|s_{t-1}, z_t) \). A proper choice for \( q(s_t|s_{t-1}, z_t) \) is the SLAM motion model \( p(s_t|s_{t-1}) \). Therefore, according to (12) and (15) \( \Delta_{i,j} \) can be obtained as

\[
\Delta_{i,j} = \frac{1}{C_t} p(z_t|s_t^{[j]})
\]

To meet the condition depicted earlier, \( C_t \) can be chosen as \( \max p(z_t|s_t^{[j]}) \). In practice we use a modified version of RS, in which \( \tilde{C}_t = \max p(z_t|s_t^{[j]}) \) is being used instead of \( C_t \) [Caffo et al., 2002].

Consequently, we need to evaluate \( p(z_t|s_t^{[j]}) \), which according to (13) can be done by using the first-order Taylor expansion of \( g(\cdot, \cdot) \) with respect to the observed feature as

\[
N(z_t; z_t^{[j]}, \nabla g_{s_t}|z_{t-1}^{[j]} - \nabla g_{s_{t-1}} + \mathbf{R}_t)
\]

Hence an iteration of the algorithm proceeds as follows: for each particle \( s_t^{[j]} \) \( (i = 1, \ldots, N) \), \( M \) samples are drawn from \( p(s_t|s_{t-1}^{[j]}) \). This can be done by sampling \( M \) i.i.d. samples from \( p(v_t) \) and passing them along with \( s_t^{[j]} \) and \( u_t \) through the motion equation (1). Then by applying the procedure described above, some of these \( NM \) generated samples are accepted. Thus we have

\[
\hat{p}(s_t|s_{t-1}^{[j]}, z_t) = \frac{1}{K_t} \sum_{j=1}^{K_t} \delta_{s_t^{[j]}}(s_t)
\]

where \( \{s_t^{[j]}; j = 1, \ldots, K_t\} \) represents the set of accepted samples corresponding to the \( t \)th particle in time \( t-1 \). The target distribution is estimated by assigning weights to these samples according to (11). By applying total probability theorem, (11) can be rewritten as

\[
w_{0,t}^{[j]} = w_{0,t-1}^{[j]} + \int p(z_t|s_t) \delta(s_t^{[j]}|s_t) \, ds_t
\]

Finally, using \( p(s_t|s_{t-1}^{[j]}) \) \approx \frac{1}{M} \sum_{j=1}^{M} p(z_t|s_t^{[j]}) \), importance weights can be obtained as

\[
w_{0,t}^{[j]} \approx w_{0,t-1}^{[j]} + \frac{1}{M} \sum_{j=1}^{M} p(z_t|s_t^{[j]})
\]

These weights are normalized later in order to obtain \( \hat{w}_{0,t}^{[j]} \).

Unlike FastSLAM, in order to avoid the error and depletion caused by unnecessary resampling steps, we only resample whenever \( N_{eff} \) gets below a threshold as it was discussed in section 3.

4.2 LMC-2

Another MC sampling method that can be used to generate samples from the OPD is importance sampling (IS). In this way, samples drawn from the local importance function \( q(s_t|s_{t-1}, z_t) \) receive local weights \( w_t^{(IS),[i,j]} \propto \frac{p(s_t|s_{t-1}, z_t)}{q(s_t|s_{t-1}, z_t)} \) in order to approximate \( p(s_t|s_{t-1}, z_t) \) as

\[
\hat{p}(s_t|s_{t-1}^{[j]}, z_t) = \sum_{j=1}^{M} w_t^{(IS),[i,j]} \delta_{s_t^{[j]}}(s_t)
\]

in which

\[
w_t^{(IS),[i,j]} = \frac{w_t^{(IS),[i,j]}}{\sum_{j=1}^{M} w_t^{(IS),[i,j]}}
\]

A straightforward choice is to select the SLAM motion model \( p(s_t|s_{t-1}) \) as the local importance function \( q(s_t|s_{t-1}, z_t) \) which implies

\[
w_t^{(IS),[i,j]} = p(z_t|s_t^{[j]})
\]

Similar to LMC-1, \( p(z_t|s_t^{[j]}) \) is evaluated as (16).

It can be easily shown that local weights \( w_t^{(IS),[i,j]} \) must be multiplied by the SIS weights (11), in order to obtain the path posterior. We denote by \( \pi_{opt}(s_{0:t}|z_{1:t}) \) and

\[
\pi_{opt}(s_{0:t}|z_{1:t}) = \frac{1}{K_t} \sum_{j=1}^{K_t} \delta_{s_{0:t}^{[j]}}(s_{0:t})
\]
\[ \pi_{\text{prior}}(s_0 t \mid z_{1:t}) \text{ respectively, the optimal and prior importance functions. Iterating (7) yields} \]

\[ \pi_{\text{opt}}(s_0 t \mid z_{1:t}) = p(s_0) \prod_{i=1}^{t} p(s_i \mid s_{i-1}, z_i) \]

\[ \pi_{\text{prior}}(s_0 t \mid z_{1:t}) = p(s_0) \prod_{i=1}^{t} p(s_i \mid s_{i-1}) \]

Finally, total weight is obtained as

\[ \frac{p(s_0 t \mid z_{0:t})}{\pi_{\text{opt}}(s_0 t \mid z_{1:t})} = \prod_{i=1}^{t} \frac{p(s_i \mid s_{i-1}, z_i)}{\pi_{\text{prior}}(s_0 t \mid z_{1:t})} \]

where according to (10) we have

\[ w_{[i,j]} = w_{[i]} \prod_{l=[0:t]} p(z_l \mid s_{[l,j]}) \propto \frac{p(s_0 t \mid z_{0:t})}{\pi_{\text{prior}}(s_0 t \mid z_{1:t})} \]

Although LMC-2 is derived based on the idea of approximating the OPD, the result can also be interpreted as a modified FastSLAM 1.0 (i.e. prior proposal distribution) in which, instead of sampling one particle, \( M \) samples are generated according to \( p(s_i \mid z_{[i,j]}) \). It is of utmost importance to note that in this case, the most recent observation is playing part through \( w_{[i,j]} \). In practice, we use \( w_{[i,j]} \) in order to filter samples \( s_{[i,j]} \) with insignificant local weights. Moreover, we propagate only the samples with highest local weights whenever resampling is not performed. Therefore, for each \( i \) \((i = 1, \ldots, N)\) we have

\[ s_{[i]} = \arg \max_{s_{[i,j]}} p(z_t \mid s_{[i,j]}) \]

whenever \( N_{\text{eff}} \) is above the threshold.

### 5 Results

#### 5.1 Simulation Results

To evaluate the performance of the proposed SLAM algorithms and to systematically compare different methods of approximating the OPD, we use extensive simulations. We used the FastSLAM 2.0 implementation of Bailey et al. [Bailey et al., 2006] and implemented our algorithms (LMC-1 and LMC-2) for the same environment. A Dual-Core 1.6 GHz PC with 2 GB RAM was used to perform the simulations. The vehicle motion and observation models and simulation parameters are similar to [Bailey et al., 2006] and are not brought here for brevity. The simulated large scale environment (\( \approx 200m \times 230m \)), the robot trajectory and the estimated map are shown in Fig. 1. In each experiment, robot closes the loop once. In order to rule out the effect of data association errors on the performance of OPD approximation, true association is used in the simulations. For each experiment, 50 MC runs were performed. Therefore, mean squared error (MSE) is computed according to \( \frac{1}{M} \sum_{b=1}^{M} (\hat{s}_b - s_b)^2 \) where \( s_b \) and \( \hat{s}_b \), respectively, denote the true and the estimated robot pose in time \( t \) of the \( b \)-th MC simulation. The estimated robot pose, \( E[s_t \mid z_{1:t}] \), is obtained by computing the weighted average of particles before resampling. It is of crucial importance to note that resampling will introduce additional “random variation” to the estimated robot pose and, therefore, it is necessary to compute the desired expected value using the set of weighted particles before resampling [Liu and Chen, 1998]. The original FastSLAM 2.0 performs resampling whenever an observation is available. Here, an improved version of FastSLAM 2.0 is used in which resampling is performed based on the ESS (9). For all of the experiments, \( N_{\text{eff}} = \frac{3}{4}N \) is used.

The main function of the OPD is to limit the degeneracy problem. It is crucial to note that in practice, by approximating the OPD we will only be able to reduce the rate of particle degeneration. Resampling addresses this issue partially. However, as it was mentioned earlier, resampling itself will lead to the other major issue in particle filtering, the so-called depletion problem in...
which all the particles \( s_{0:t}^{[i]} \) at time step \( t \) share a common history of robot poses \( s_{0:t-k}^{[i]} \) and map for some \( k \). Maintaining the diversity of particles in RBPF-SLAM is crucial to the efficient loop-closure performance. ESS measures the degeneracy in each time step and can be employed in order to determine if resampling is needed. Therefore, by using ESS, number of resamplings reflects both the rate of particle degeneration and depletion. For this reason, it is common to monitor and report the value of \( N_{\text{eff}} \) throughout the simulation. Nevertheless, due to the great deal of variation of \( N_{\text{eff}} \) among different MC trials for fixed time steps, we chose to report directly the average number of resampling steps among 50 MC runs.

Table 1 clearly shows that LMC-1 and LMC-2 outperform FastSLAM 2.0 in the number of resampling steps performed in each experiment. LMC-1 is slightly better than LMC-2 in the number of resampling steps. Smaller number of resampling steps suggests slower rate of degeneracy and consequently, closer approximation of the OPD. As it was discussed above, this decrease in the number of resampling steps reduces the rate of loss of particle diversity and depletion. Reducing the rate of diversity loss significantly affects the SLAM algorithm performance as it is suggested by [Bailey et al., 2006].

The average runtime of LMC-1, LMC-2 and FastSLAM 2.0 in the aforementioned scenario is reported in Table 2. FastSLAM 2.0 is slightly faster than LMC-2 in the number of resampling steps. Smaller number of resampling steps suggests slower rate of degeneracy and consequently, closer approximation of the OPD. As it was discussed above, this decrease in the number of resampling steps reduces the rate of loss of particle diversity and depletion. Reducing the rate of diversity loss significantly affects the SLAM algorithm performance as it is suggested by [Bailey et al., 2006].

The average runtime of LMC-1, LMC-2 and FastSLAM 2.0 in the aforementioned scenario is reported in Table 2. FastSLAM 2.0 is slightly faster than LMC-2 in the number of resampling steps. Smaller number of resampling steps suggests slower rate of degeneracy and consequently, closer approximation of the OPD. As it was discussed above, this decrease in the number of resampling steps reduces the rate of loss of particle diversity and depletion. Reducing the rate of diversity loss significantly affects the SLAM algorithm performance as it is suggested by [Bailey et al., 2006].

Finally, the MSE of estimated robot position throughout the loop for different algorithms with fixed number of particles (\( N = 80 \)) is shown in Fig. 2. FastSLAM 2.0 and LMC-1 (\( M = 20 \)) have failed to obtain good estimates. The poor performance of LMC-1 (\( M = 20 \)) suggests that \( M = 20 \) is not enough to approximate the integral in optimal weights (17). Moreover, the fact that LMC-2 is able to achieve much more accurate estimates with the same and lower (\( M = 3 \)) number of local samples supports this claim. According to Fig. 2, LMC-1 (\( M = 50 \)) has the lowest MSE at the expense of its huge computational time. Note that FastSLAM 2.0 has shown the largest MSE at the end of path. This behavior is consistent with the FastSLAM 2.0’s larger number of resamplings which adversely affects its loop-closing performance.

5.2 Victoria Park Dataset Results
Due to the stochastic nature of SMC methods, MC simulations are necessary for evaluation of the proposed algorithms. However, in order to evaluate the performance of the proposed algorithms in real-world situations, they were also tested on the well-known Victoria Park dataset from the University of Sydney. The dataset was gathered by using a vehicle equipped with a SICK laser range finder (LRF), driven in a large-scale environment (\( \approx 250m \times 250m \)). The length of the traversed path is approximately 3.5 km. The trees in the park were extracted from the LRF scans and are used as the point features in feature-based SLAM algorithms. Neverthe-
Figure 3: The estimated trajectory (red) and GPS data (blue) for 20 particles. The zoomed version of the boxed region in Fig. 3a for each algorithm is shown in Fig. 3b and 3c.

Figure 2: Average MSE of estimated robot position over 50 Monte Carlo simulations.

<p>| Table 4: Number of Resamplings in Victoria Park Dataset |
|----------------|----------------|----------------|</p>
<table>
<thead>
<tr>
<th>$N$</th>
<th>FastSLAM 2.0</th>
<th>LMC-1 ($M = 50$)</th>
<th>LMC-2 ($M = 3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>1900</td>
<td>1394</td>
<td>1528</td>
</tr>
</tbody>
</table>

for LMC-1 is shown in Fig. 3a. The zoomed version of the boxed region in Fig. 3a for each algorithm is depicted in Fig. 3b and 3c. According to Fig. 3 LMC-1 ($M = 30$) has shown the best performance, followed by LMC-2 ($M = 3$). Such results were expected according to Table 4 and simulations results. The error can be reduced further by increasing $M$ and/or $N$.

6 Conclusion

In this paper we reviewed different approaches to approximate the OPD in the feature-based RBPF-SLAM. Furthermore, two novel feature-based SLAM algorithms based on MC approximation of the OPD have been proposed. The proposed algorithms employ MC sampling methods to draw samples from the non-Gaussian OPD of SLAM by considering it as a local target. Both of these algorithms benefit from the capability of MC sampling methods to represent and sample from non-Gaussian and multi-modal distributions, and consequently outperform Gaussian approximation approaches such as FastSLAM 2.0. To the best of our knowledge, the proposed algorithms are the first solutions of the feature-based SLAM with such a capability. Finally, the proposed algorithms were evaluated using both simulations and real-world data in large scale environments. Results have shown improvements compared to FastSLAM 2.0. The accuracy of LMC-1 comes at the expense of huge computational time which makes it ideal for offline applications. On the other hand, while LMC-2 is as fast as FastSLAM 2.0, it yields much more accurate estimates than Fast-
SLAM (especially for small number of particles).
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